
                                                           

 

 

Thesis title 

Reducing complexity in many-objective water resource optimization problems 
through linear and non-linear dimensionality reduction techniques 
 
 
Short description 

Water resource infrastructure systems are under increasing pressure to meet multiple demands and 
constraints which often conflict. In its search for Pareto-optimal solutions, multi-objective optimization 
can reveal the structure of trade-offs and synergies between multiple demands and constraints. 
While using a greater number of objectives has been shown to find more innovative and adaptive 
solutions in complex real-world water resources systems (Kasprzyk et al. 2016), the modeler (or the 
analyst) faces two problems: 1) computational tractability of many-objective problem formulations, 
and 2) involvement of decision makers in the exploration and visualization of the obtained solutions. 
Dimensionality reduction is a promising way to address these challenges. Examples of applying 
dimensionality reduction to address problem 1 include Pozo et al. 2012; Saxena et al. 2013; Shang 
et al. 2014; Guo et al. 2016. Yet, problem 2 remains relatively underexplored, and both problems 
have limited attention in the water resources literature. Such techniques, usually taking advantage 
of machine learning to exploit statistical relationships among the objectives, come at the cost of 
information loss but with the upside of greater algorithm reliability and greater consistency and 
diversity in solutions (Giuliani et al. 2014, Kaspryzk et al 2016). 

The student is expected to carry out the following activities: 

1. Literature review: reviewing the state of the art of many objective optimization for water resources 
systems, with specific focus on the following issues: 

− Computational tractability of many objectives problems; 

− A priori dimensionality reduction to facilitate the search phase;  

− A posteriori dimensionality reduction to facilitate the interpretation of the obtained solutions; 

− Implications of both on solution ranking and stakeholder preferences and connections to 
Arrow’s paradox for aggregate objective formulations. 

2. Computational experiments: analyze the space of the objectives of a simple water system case 
study using state of the art methodologies (e.g., simulation and sensitivity analysis / machine 
learning techniques / evolutionary algorithms) with the following goals: 

− Compare/contrast existing or develop novel method(s) to formulate a more compact problem 
using linear and non-linear dimensionality reduction techniques. 

− Develop novel means of presenting and communicating discovered traits in dimensionally 
reduced many-objective problems. 

Relevant courses and knowledge: Natural Resources Management 

Number of Students: 1 or 2 
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Requisites: The student should be comfortable with data handling (Matlab or R) and programming 
skills (Python or C++). 


